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Refraction Correction in 3D Transcranial Ultrasound Imaging

Brooks D. Lindsey1 and Stephen W. Smith1

Abstract
We present the first correction of refraction in three-dimensional (3D) ultrasound imaging using an iterative approach that traces propagation paths through a two-layer planar tissue model, applying Snell’s law in 3D. This approach is applied to real-time 3D transcranial ultrasound imaging by precomputing delays offline for several skull thicknesses, allowing the user to switch between three sets of delays for phased array imaging at the push of a button. Simulations indicate that refraction correction may be expected to increase sensitivity, reduce beam steering errors, and partially restore lost spatial resolution, with the greatest improvements occurring at the largest steering angles. Distorted images of cylindrical lesions were created by imaging through an acrylic plate in a tissue-mimicking phantom. As a result of correcting for refraction, lesions were restored to 93.6% of their original diameter in the lateral direction and 98.1% of their original shape along the long axis of the cylinders. In imaging two healthy volunteers, the mean brightness increased by 8.3% and showed no spatial dependency.
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Introduction
Transcranial ultrasound imaging is an emerging diagnostic technique garnering increasing interest due to demonstrated applications in stroke and cerebrovascular disease,1,2 as well as in new applications including Alzheimer’s disease, dementia,3,4 and Parkinson’s disease.5,6 Given the prevalence of these diseases and the aging population in the United States, transcranial ultrasound imaging is an attractive health care solution due to its low cost and high portability compared with other imaging modalities. Relative to nonimaging transcranial Doppler, acquiring diagnostically useful information with an imaging approach requires less experience and is less operator-dependent.

Image quality in transcranial ultrasound remains limited by the deleterious effects of the skull, including attenuation, aberration, refraction, and mode conversion.7-9 Effects of attenuation may be reduced by positioning the probe within an acoustic window in the temporal bone; however, this window is absent in 8% to 29% of individuals.10-12 Transmitting with large, lower frequency (~1 MHz) array probes may help reduce the dependence on acoustic window quality.23 The effects of aberration induced by spatially inhomogeneous layers having a different

1Department of Biomedical Engineering, Duke University, Durham, NC, USA

Corresponding Author:
Brooks D. Lindsey, Department of Biomedical Engineering, Duke University, Room 136 Hudson Hall, Box 90281, Durham, NC 27708, USA.
Email: brooksdlindsey@gmail.com
longitudinal wave velocity from that typically assumed by the ultrasound scanner \( (c = 1540 \text{ m/s}) \) may be addressed by one of the many techniques for phase aberration correction.\(^{24-29}\) Some of these aberration correction techniques include inherent correction for refraction using either ultrasound-based measurements in two-dimensional (2D) imaging\(^ {30,31}\) or computed-tomography-based measurements in three-dimensional (3D) therapy,\(^ {26}\) though refraction correction in 3D imaging has not been demonstrated in vivo. Other techniques have modeled aberration as a distributed phenomenon rather than as a single spatially varying layer.\(^ {30,32-35}\) Previously addressed anatomical sources of aberration include layers of bone in the skull \( (c \approx 2600)\)\(^ {31,36-38}\) or layers of fat \( (c \approx 1540)\) in the abdomen\(^ {33,39,40}\) or breast.\(^ {41-46}\)

As an alternative to correcting high spatial frequency aberrators, other researchers have estimated and corrected for gross sound speed errors in tissue.\(^ {47-50}\) Several manufacturers of clinical ultrasound systems offer a form of sound speed correction: Zonare, which estimates the mean propagation velocity and applies the estimated speed to software beamforming of a 2D image\(^ {51}\); Siemens’ “Fatty Tissue Imaging,”\(^ {52}\) which corrects fat-induced aberrations in the breast; and Philips, which uses a priori clinical information to assume a fat layer of a constant thickness for all patients in performing “non-adaptive tissue aberration correction.”\(^ {53}\)

However, to our knowledge, the refraction of ultrasound beams due to planar tissue layers of differing sound speeds (i.e., longitudinal wave propagation velocities) has not been addressed in 3D ultrasound imaging. A 3D approach is essential because refraction, as described by Snell’s law, occurs in three dimensions: an ultrasound beam incident at angle \( \xi_1 \) on a 2D interface between two 3D volumes of tissue having speeds of sound \( c_1 \) and \( c_2 \) enters the second layers at an angle \( \xi_2 \) (Figure 1):

\[
\frac{\sin \xi_1}{\sin \xi_2} = \frac{c_1}{c_2}.
\]

Note that \( \xi_1 \) is the single angle between the normal to the interface and the incident beam and \( \xi_2 \) is the single angle formed between the normal and the transmitted beam.

In conventional delay-and-sum beamforming, an image is formed by computing the geometric path lengths between foci inside the body and elements of the transducer array. Pulse-echo signals received by the array are delayed according to these geometric path lengths and summed, providing the ability to form an image with diffraction-limited resolution. This delay set is given by the following equation\(^ {54}\):

\[
d_{\text{conventional}} (k; z, \theta, \phi) = 1 / c \left( z - \frac{1}{\sqrt{1 + \tan^2 \theta + \tan^2 \phi}} \right) \left\{ \left( f_z - a_z (k) \right)^2 + \left( f_x - a_x (k) \right)^2 + f_y^2 \right\},
\]

where \( k \) is element number, \( z \) is range, \( \theta \) and \( \phi \) are steering angles in azimuth and elevation, respectively, \( a_x \) and \( a_y \) are the \( x \) and \( y \) coordinates of element \( k \), \( c \) is longitudinal wave propagation velocity, and \( f_x, f_y, \) and \( f_z \) are components of the focusing vector \( f \) in \( x, y, \) and \( z \), defined as:

\[
f_z = z \frac{1}{\sqrt{1 + \tan^2 \theta + \tan^2 \phi}},
\]

\[
f_x = f_z \tan \theta,
\]

\[
f_y = f_z \tan \phi.
\]
Equation 2 computes coherent beamforming delays for a medium having a spatially constant speed of sound, \( c \), usually equal to 1540 m/s in soft tissue. However, in many in vivo imaging scenarios, the presence of tissues such as fat (\( c \approx 1470 \) m/s)\(^{55} \) and bone (\( c \approx 2327-2650 \) m/s)\(^{56-58} \) having propagation velocities different from the assumed value causes Equation 2 to incorrectly compute steering delays. Consequently, echoes from coherent sources are summed out of phase, yielding images with diminished contrast and poorer spatial resolution.

In a previous 2D model of phased array ultrasound imaging through planar tissue layers, Smith et al. attempted to correct this error in phased array imaging by tracing the ray traveled for each element, focal depth, and steering angle in azimuth in the image.\(^{55} \) In that article, the authors assumed the presence of a thin layer of fat or bone with a known propagation velocity overlying a thicker region having \( c = 1540 \) m/s. By computing focusing delays for rays traveling through this planar layer and refracted according to Snell’s law, the authors computed a new set of focusing delays and reported improved image quality in imaging through the top of the skull in a healthy adult. In pulse-echo experiments, the corrected delay set restored a 4 dB loss in sensitivity and a 2° steering error in the presence of 12.7 mm Lucite (acrylic) plate.

In tracing rays through the tissue layers and computing the refracted delays using Snell’s law, a 2D tissue layer model contains an inherent assumption that the probe is positioned at an angle of 90° relative to the interface between the two tissue types. In the course of performing 2D clinical ultrasound examinations, the angle between the linear array probe and the skin surface—assumed to be parallel to the interface between two tissue types—is not maintained at 90°. However, when imaging with a matrix array probe, the probe must be maintained very close to 90° relative to the skin surface to ensure contact between the planar surface of the array and the

---

**Figure 1.** (A) Snell’s law is depicted in three dimensions at the interface between medium 1 (top), having propagation velocity \( c_1 \), and medium 2 (bottom), having propagation velocity \( c_2 \). The white arrow indicates the direction of a wavefront incident on the interface at angle \( \xi_1 \) with respect to the normal (dark gray arrow). Upon entering the second medium, the wavefront travels at an angle \( \xi_2 \) with respect to the normal. (B) Propagation paths for the proposed two layer model (shown in two dimensions only). Steering vector \( F \) is depicted for an outer element (black arrow); red and blue arrows indicate the actual propagation paths used to compute corrected delays for center and outer elements, respectively. \( F \) is the steering vector, \( n \) is the normal to the bone–tissue interface, \( a_x \) is the element coordinate in the \( x \) direction, \( c_1 \) and \( c_2 \) are the propagation velocities in tissue and bone, respectively, \( z \) is the focal distance, and \( t \) is the thickness of the planar layer (skull or Lucite plate).
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Skin. Thus, for clinical imaging, a 3D correction for a refractive layer may be expected to reduce the error in delay computation relative to a 2D correction because out-of-plane transducer motion is expected to be reduced with a matrix array as compared with a linear array.

In addition, addressing refraction in three dimensions allows for correction of out-of-plane beam refraction. In addition to reduced coherence due to focusing errors, refraction also results in image distortion, as indicated by refraction-induced steering errors reported by previous investigators.\(^55,59\)

In this article, we present the first attempt to correct for refraction in real-time 3D ultrasound imaging. This approach uses a model of two planar tissue layers and is tested in phantom experiments and in vivo imaging through the adult human skull. Simulated beams before and after correction for refraction are also presented. While previous techniques use CT-based measurements,\(^26\) in this work, a priori information is used instead of external measurements.

It should also be noted that in this work, the incident and reflected waves are assumed to be planar, which ignores spatial variations in the particle velocity vector and assumes an angle of incidence equal to the net particle velocity vector, as in the plane wave case.

**Materials and Method**

**Scanning System**

The scanning system used in this work is the Volumetrics Model 1 (VMI; Durham, North Carolina).\(^54,60\) This system uses 16:1 parallel receive beamforming to attain frame rates of up to 30 volumes/s. The transducer used in this work has 256 elements that both transmit and receive and 184 elements that only transmit (Figure 2A). This probe has a center frequency of 2.5 MHz and 30% bandwidth.\(^61\) When used in 3D transcranial ultrasound imaging, a pyramidal volume is acquired, from which a coronal slice, a transverse (axial) slice, and two para-sagittal slices are displayed simultaneously in real time (Figure 2B). The user adjusts a trackball control to select any slice in these planes for real-time display. Real-time 3D features also include rendering, spectral Doppler, and color Doppler.
Path Length Computation. In computing the path length in the presence of a refractive layer, it is necessary to compute the total distance in three dimensions by tracing a ray from the focus to the element for each steering line and focal depth. Given steering angles $\theta$ and $\phi$ in azimuth and elevation, respectively, the angle in three dimensions between the steering vector and the normal to the tissue interface is given by:

$$\xi = \arccos(n \cdot f),$$  \hspace{1cm} (4)$$

where $n$ is the normal to the interface and $f$ is the steering vector of Equation 3 (Figure 1). In computing path lengths, the total range $z$ is known, and if the thickness of the refractive layer $t$ and the propagation velocities in the tissue and refractive layers are assumed to be known, then the path length in the direction perpendicular to the surface is already known. The path length in the direction parallel to the tissue interface remains to be computed. The total path length in the direction parallel to the interface has contributions from the steering vector, the element coordinates, and refraction:

$$g(\xi_1, \xi_2) = \sqrt{(f_x - a_x(k))^2 + (f_y - a_y(k))^2 + f_z^2} - (z - t)\sin\xi_1 - t\sin\xi_2 = 0,$$  \hspace{1cm} (5)$$

where $\xi_1$ is the angle of incidence in the first medium (tissue during receive beamforming) and $\xi_2$ is the angle of exit in the second medium (bone during receive beamforming). Because $\xi_1$ and $\xi_2$ are both unknown (neither the angle of entry or exit at the soft tissue-bone interface is known), $g$ cannot be directly computed. Snell’s law (Equation 1) allows Equation 5 to be rewritten in terms of a single angle:

$$g(\xi_1) = \sqrt{(f_x - a_x(k))^2 + (f_y - a_y(k))^2 + f_z^2} - (z - t)\sin\xi_1 - t\frac{\xi_2}{\xi_1}\sin\xi_1 = 0,$$  \hspace{1cm} (6)$$

$\xi_1$ can then be determined numerically using Newton’s method, an iterative technique for finding the roots of continuously differentiable functions. The initial estimate for $\xi_1$ is the steering angle adjusted for the element coordinates of each element, given by:

$$\xi_{[0]} = \arctan\left(\frac{\sqrt{(f_x - a_x(k))^2 + (f_y - a_y(k))^2}}{z\cos\xi}\right),$$  \hspace{1cm} (7)$$

where $\xi$ is the steering angle (Equation 4) in the absence of refraction.

Successive iterations are given by:

$$\xi_{[i+1]} = \xi_{[i]} - \frac{g(\xi_{[i]})}{\frac{\partial g(\xi_{[i]})}{\partial \xi_{[i]}}},$$  \hspace{1cm} (8)$$

Substituting Equation 6 into Equation 8 gives:
\[
\xi_{i[i+1]} = \xi_{i[i]} - \frac{\sqrt{(f_x - a_x(k))^2 + (f_y - a_y(k))^2 + f_z^2} - (z-t)\sin\xi_{i[i]} - t\frac{c_2}{c_1}\sin\xi_{i[i]}}{(z-t)\cos\xi_{i[i]} + t\frac{c_2}{c_1}\cos\xi_{i[i]}}.
\] (9)

This iterative process yields \(\xi_1\) and subsequently \(\xi_2\) when Equation 1 is applied. Once \(\xi_1\) and \(\xi_2\) are known, the delays may be computed as follows:

\[
d_{\text{ref}} = \left(\frac{z-t}{c_1\cos\xi_{\text{center}}} - \frac{z-t}{c_1\cos\hat{\xi}_{\text{center}}}\right) + \left(\frac{t}{c_2\cos\hat{\xi}_{\text{center}}} - \frac{t}{c_2\cos\hat{\xi}_{\text{center}}}\right),
\] (10)

where \(\hat{\xi}_{\text{center}}\) and \(\hat{\xi}_{\text{center}}\) are the angles of entry and exit for an element at the center of the array, that is, as a result of setting \(a_x(k) = a_y(k) = 0\).

**Delay Computation**

Newton’s method was implemented in Matlab (The Mathworks, Natick, Massachusetts) to compute the delays using the described method. Around 10.5 million total receive mode delays must be computed (256 elements \(\times\) 256 lines \(\times\) 16:1 parallel processing lines \(\times\) 10 focal zones), requiring approximately 15 minutes. Refracted transmit delays were also computed by interchanging \(c_1\) and \(c_2\) in the preceding equations. In this work, five iterations were suitable given delay quantization resulting from a scanning system clock speed of 40 MHz. Tissue speed of sound (\(c_1\)) was set to 1540 m/s; skull speed of sound (\(c_2\)) was set to 2500 m/s. Computed delay tables were loaded into the scanner’s memory for imaging. As will be described, data sets were computed for skull thicknesses of \(t = 2.5\) mm, \(t = 3.75\) mm, and \(t = 5.0\) mm.

**Simulations**

Field II was used to approximately simulate the spatial pressure distributions resulting from refraction due to the skull for a plate thickness of \(t = 2.5\) mm and a propagation velocity of 2500 m/s. While Field II is nonpropagative and thus does not physically simulate refraction in the manner of a full wave model, the effects on the pulse-echo beams due to refraction may be simulated by beamforming the data with delay errors equal to the errors induced by refraction. This was accomplished using the described iterative approach to compute delays in the presence of refraction (Equations 6-10). The delay error due to refraction is given by:

\[
d_{\text{error}} = d_{\text{conventional}} - d_{\text{ref}}.
\] (11)

To simulate the refracted case, transmit and receive signals were delayed by an additional \(d_{\text{error}}\) when calculating the pulse-echo field. That is, the error induced was such that it could be exactly removed by adding \(-d_{\text{error}}\).

For both control and refracted cases, pulse-echo beams were calculated at a depth of \(z = 3.5\) cm (approximately halfway to the midline in an in vivo transcranial scan) for three sets of steering angles \((\theta, \phi)\): \((0^\circ, 0^\circ), (16^\circ, 0^\circ),\) and \((32^\circ, 32^\circ)\). The final angle \((32^\circ, 32^\circ)\) corresponds to the outermost corner in a pyramidal 3D imaging volume. The case to be tested in phantom
experiments was also simulated, in which $z = 5.5$ cm and $t = 5.0$ mm, and beams were steered laterally to 0.5 cm, the outer lateral extent of the lesion.

**Critical Angles in Transcranial Ultrasound**

The origin and effects of the problem of critical angles in transcranial ultrasound has been well described in previous studies.\(^6^4,6^5\) The critical angle is defined as:

$$\xi_{\text{crit}} = \arcsin \left( \frac{c_1}{c_2} \right),$$  \hspace{1cm} (12)

where in the case of echo reception in transcranial ultrasound, $c_1 = 1540$ m/s and $c_2 = 2500$ m/s, yielding $\xi_{\text{crit}} = 38^\circ$. Waves propagate for $\xi < \xi_{\text{crit}}$ but are totally internally reflected when $\xi = \xi_{\text{crit}}$. The total internal reflection of longitudinal waves manifests itself as a dark line or “stripe” artifact at these angles in phased array scans. Beyond this angle, waves may propagate through the skull after experiencing multiple mode conversions.\(^6^5\) Other researchers have intentionally induced shear mode conversions as a means of overcoming poor acoustic impedance matching in traditional longitudinal wave ultrasound imaging.\(^1^3,6^6,6^7\) In the present work, any element having an angle $\xi_1$ that exceeds the critical angle after the final iteration is simply disabled. Elements are only disabled for the image lines and focal zones at which they exceed a critical angle. In Figure 3, the total number of elements disabled are displayed for three C-scan slice through a 3D pyramidal volume at three focal depths. This figure illustrates that at most angles and focal depths, only a few elements need be eliminated from the beamsum.

**Phantom Experiments**

Refraacted delay sets were first tested on a tissue-mimicking phantom (ATS Laboratories Model 539, Bridgeport, CT) with a 1 cm diameter, +6 dB contrast cylindrical lesion centered within the 3D volume. Lucite (acrylic) plates will be used to induce refraction, as recent work indicates that steered ultrasound propagation through an acrylic plate and through a degassed temporal bone sample yield critical angles located in nearly identical angular positions.\(^6^5\) While the temporal bone differs from planar Lucite in that its curved geometry and varying density lead to the introduction of an asymmetric response, the planar Lucite model will be used in this work as a first order approximation given the similar angular dependence of transmitted amplitude within the critical angles.\(^6^5\) Four acquisitions were made using different delay sets: (1) as a control, a conventional delay set (Equation 2) using all transmit and receive elements with no refractive layer; (2) as a second control condition, receive elements expected to encounter a critical angle were disabled only for the imaging lines and focal depths in which a critical angle would be exceeded in the presence of a Lucite plate; (3) a 5 mm Lucite ($c = 2500$ m/s) plate was placed between the transducer and the phantom; and (4) delays corrected for refraction (Equations 6-10) for $t = 5$ mm were loaded. After the Lucite plate was added, the system gain was adjusted to maintain constant background brightness, as effects of attenuation or reverberation are beyond the scope of this study.

Imaging through a planar layer of bone is expected to distort the image by causing (1) a lateral narrowing of targets in the image (Figure 4) and (2) a downward distortion of these targets as steering angle increases due to underestimation of the propagation velocity. The effect of correction on these two distortion effects was evaluated in tissue-mimicking phantom experiments with a Lucite plate and a cylindrical lesion having a long axis parallel to the transducer. Volumes were acquired for both positive and negative contrast lesions before and after correction in three slices.
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through the center of the lesion for each volume (six measurements per volume for lateral and axial). Lateral narrowing was evaluated by measuring the cross-sectional diameter of the lesion before and after correction. Axial image distortion was evaluated by measuring and the angle formed between the lesion edge and the vertical in the acquired volumes at both left and right edges. For an undistorted image, this angle is 90°.
Prior to in vivo scanning, three sets of delays were loaded onto the scanner: (1) the conventional (control) delay set with critical angle elements disabled (Equation 2), (2) a refraction-corrected delay set, and (3) a delay set for signals having traversed a 2.5 mm refractive layer. The results of these simulations are shown in Figure 4.

**In vivo Imaging**

Prior to in vivo scanning, three sets of delays were loaded onto the scanner: (1) the conventional (control) delay set with critical angle elements disabled (Equation 2), (2) a refraction-corrected delay set, and (3) a delay set for signals having traversed a 2.5 mm refractive layer. The results of these simulations are shown in Figure 4.
delay set with $t = 2.5$ mm, and (3) a refraction corrected delay set with $t = 3.75$ mm. These thicknesses were chosen based on published temporal bone thicknesses of 2 to 4 mm. Speed of sound in the skull was assumed to equal 2500 m/s. Once preloaded, the user was able to immediately switch between delay sets for real-time scanning at the push of a button. The authors scanned themselves via the temporal acoustic window, using imaging to locate the window. The probe remained stationary during acquisitions with the three delay sets.

**Results**

**Simulations**

The 3D pulse-echo pressure distributions at a depth of 3.5 cm and three different steering angles are presented in Figure 4 for both control and refracted ($t = 2.5$ mm) beams. Changes in shape of the main lobe may be seen. To allow direct comparison of the peak pressure and steering error, in Figure 5, the slices through the pressure maximum are presented for all three sets of steering angles. For unsteered beams (Figure 4A), there is no net steering error, although the refracted beam decreases at its peak by 1.45 dB and increases in $-6$ dB area by 21%. For transmit and receive beams steered to $(16°, 0°)$ (Figure 4B), there is a net steering error of $1.2°$, a decrease in the pressure field maximum of $1.98$ dB, and an increase in $-6$ dB area of $24.55%$. For transmit and receive beams steered to $(32°, 32°)$ (Figure 4C), there is a net steering error of $3.6°$ in each direction, a decrease in the pressure field maximum of $3.53$ dB, and an increase in the $-6$ dB area of the beam of $48.70%$. For the case tested in phantom experiments ($z = 5.5, t = 5.0$ mm), the simulated beam shift due to refraction at 0.5 cm (lesion edge) was 0.5 mm.

**Tissue-Mimicking Phantom**

The results of imaging the tissue-mimicking phantom are presented in Figure 6. In the first two rows, orthogonal B-mode slices through the short and long axes of the cylinder are shown. Oblique view volume renderings are shown in the third column. Finally, in the fourth column, the mean brightness of the entire volume is shown. Mean brightness is expected to decrease from the control case. In imaging this phantom, the image with elements disabled for expected critical angles looks identical to that acquired with all elements (Figure 6, top two rows), making this an acceptable control delay set to compare with the refracted delay set since the images in rows 2 to 4 of Figure 6 all use the same number of channels.

Approximately 3% of the lost brightness is restored as a result of refraction correction between the third and fourth rows. This can be seen by comparing the volume renderings in the third and fourth rows, as more voxels exceed the display threshold in the fourth row. Correcting refraction also has the effect of reducing a distortion artifact. Specifically, the downward bowing that is visible in the long axis 2D slice of the third row is reduced in the fourth row. The same effect is visible in the short axis slices, as the circular cross section of the cylinder appears to be elliptical in shape in row 3 before being restored to a circular shape in row 4.

As a result of correcting for refraction, mean cross-sectional diameter of the lesion increased from $11.9 \pm 0.2\%$ to $93.6 \pm 3.0\%$ of the lesion diameter measured in the absence of the refracting plate. Lesion diameter in the refracted case was 0.82 cm, a decrease of 0.09 cm in each direction from the control case. Simulated beam shift for the refracted case was only 0.05 cm. In measuring the angular distortion of the horizontal lesion, the mean angle formed by the cylindrical lesion in the presence of the Lucite plate was $85.0 \pm 0.6°$ and the mean angle after correction was $88.3 \pm 0.5°$. 
Figure 5. Simulated pulse-echo beams for the control and refracted cases are compared by examining slices through the location of maximum pressure in the azimuth direction. In the case of unsteered beams (A), there is net no steering error, although the refracted beam decreases at its peak by 1.45 dB and increases in −6 dB area by 21%. For transmit and receive beams steered to (16°, 0°) (B), there is a net steering error of 1.2°, a decrease in the pressure field maximum of 1.98 dB and an increase in −6 dB area of 24.55%. For transmit and receive beams steered to (32°, 32°) (C), there is a net steering error of 3.6° in each direction, a decrease in the pressure field maximum of 3.53 dB, and an increase in the −6 dB area of the beam of 48.70%.
In Vivo Imaging

Results of in vivo imaging are presented in Figures 7 and 8. For each subject, two orthogonal B-mode slices and a volume rendering are presented for each of three cases: before refraction correction (first column), after refraction correction assuming a skull thickness of $t = 2.5$ mm, (second column), and after refraction correction assuming a skull thickness of $t = 3.75$ mm (third column).

In Figure 7, the *falx cerebri* (denoted by an arrowhead) and the boundary of the third ventricle (denoted by a star) increase in brightness in going from the refracted to the 2.5 mm corrected case, and again from the 2.5 mm to the 3.75 mm corrected case. In subject 1, the mean brightness throughout the volume increased by 3.75% relative to the control in the $t = 2.5$ mm case and by 5.95% relative to the control in the $t = 3.75$ mm case, suggesting that this subject’s skull thickness is closer to 3.75 mm than to 2.5 mm for this probe position.
In the lower right portion of the coronal views of Figure 7, an asterisk indicates the lesser wing of the sphenoid bone. After refraction correction, the hyperechoic sphenoid bone can be seen to shift into the image, while central structures in the image (borders of lateral ventricles) increase.

Figure 7. Results of in vivo imaging in subject 1 are displayed as an axial slice (top row), a coronal slice (second row), and a volume rendering (third row) for each of three cases: before refraction correction, after refraction correction with an assumed skull thickness of 2.5 mm, and after refraction correction with an assumed skull thickness of 3.75 mm. The arrowhead in the axial slices indicates the falx cerebri separating the anterior horns of the lateral ventricles, which increases in brightness after both $t = 2.5$ and $t = 3.75$ mm corrections. The star in the axial slices indicates the boundary of the third ventricle, which becomes visible with both corrections. The asterisk in the coronal slices indicates the contralateral sphenoid bone, which is shifted into the field of view as a result of refraction correction. These brightness increases are visible in the volume renderings, as the number of voxels above the threshold for display increases after correcting for refraction.

In the lower right portion of the coronal views of Figure 7, an asterisk indicates the lesser wing of the sphenoid bone. After refraction correction, the hyperechoic sphenoid bone can be seen to shift into the image, while central structures in the image (borders of lateral ventricles) increase.
in brightness but remain stationary due to refraction correction. This shifting of structures at the largest steering angle indicates that steering errors—expected to be greatest at the largest steering angles as seen in the simulations of Figures 4 and 5—are being corrected. Given the changing the

Figure 8. Results of in vivo imaging in subject 2 are displayed as an axial slice (top row), a coronal slice (second row), and a volume rendering (third row) for each of three cases: before refraction correction, after refraction correction with an assumed skull thickness of 2.5 mm, and after refraction correction with an assumed skull thickness of 3.75 mm. The star in the axial slices indicates the falx cerebri separating the anterior horns of the lateral ventricles, which increases in brightness after the $t = 2.5$ mm correction only. These same structures are seen in the coronal slices, indicated by the asterisk. The arrowhead in the coronal slices indicates the sphenoid bone, which increases in brightness with the 2.5 mm correction but decreases in brightness with the 3.75 mm correction. These brightness increases can be seen in the volume renderings, as the number of voxels above the threshold for display increases after correcting for refraction.
scan geometry due to reduction of the distortion artifact, the volume renderings of Figures 7 and 8 show that hyperechoic structures are, in fact, becoming brighter—evidenced by the presence of more voxels after correction in these renderings—rather than that bright structures are moving into the plane in the B-mode slices.

In Figure 8, image contrast in the lateral ventricles improved in the axial slice in the $t = 2.5$ mm corrected case relative to the control case (indicated by a star). In the coronal slices, brightness of the sphenoid bone (arrowhead) and the ventricular borders (asterisk) also increased in the $t = 2.5$ mm case but decreased in the 3.75 mm case. In subject 2, mean brightness throughout the volume increased by 10.66% in the $t = 2.5$ mm case and decreased by 0.81% in the $t = 3.75$ mm case. These results suggest that this subject’s skull thickness is closer to 2.5 mm than to 3.75 mm for this probe position.

**Discussion**

**Spatial Dependence of Refraction Correction**

For the two subjects and the phantom, further investigation was made into spatial dependence of the mean increase in speckle brightness. Because a unique delay was calculated for each element, focal zone, and image line, this technique was not expected to suffer from any of the spatial stability (i.e., isoplanatic patch) concerns present in aberration correction techniques and, in fact, has much in common with recent aberration correction techniques, which account for propagation path dependencies.\textsuperscript{27,38} In Figure 9, the percent brightness increase with steering angle is plotted for the phantom and the two subjects using the entire pyramidal volume. For the human subjects, the cases giving the greatest improvement were compared with the control case. Steering angle changes across both azimuth and elevation were averaged in creating these plots. There was little spatial dependence in the tissue-mimicking phantom case. The same was true for subject 1, except at the rightmost edge, which corresponds to where the sphenoid bone shifted into the image in the coronal view (Figure 7). Subject 2, however, showed a large spatial variation in brightness change. Upon further examination, this seems to be tied to the location of the bright sphenoid target (Figure 8), which sees a large increase in brightness after correction, while the hypoechoic lateral ventricles dominate the superior and left regions of this volume. Thus, spatial dependence of brightness change seems to be weighted only by the presence of bright targets and not by any spatial dependency of the correction technique itself.

**Assumptions and Implications of This Work**

In this work, the probe was assumed to be orthogonal to the tissue surface. Even if this assumption is true, the surface of the skin must be parallel to the interface between the thin layer of bone or fat and the underlying soft tissue layer to compute and correct for refraction in the manner proposed in this article. While this assumption seems to have been valid given the results presented, it will need to be considered more carefully for imaging through multiple layers or in other anatomical regions.

In addition, while the surface of the skull beneath the 12 mm aperture was assumed to be planar in this study, accounting for the curved surface of the temporal bone would be expected to more accurately model the in vivo imaging situation. As the presented phantom experiments only address the planar case, the further studies could investigate the effect of correcting for refraction in planar versus curved layers in the presence of known targets in either phantom experiments or simulations.

Given the presence of extracranial tissues between the skull and the transducer, a model using three layers may provide more accurate computation of imaging delays, though the contribution
Figure 9. Percent brightness increase is displayed as a function of steering angle for the tissue mimicking phantom and each of the two human subjects. The tissue phantom data do not indicate that the ability to increase speckle brightness by correcting refraction is spatially dependent. In the human data, subject 1 shows little spatial dependency except near +30°, which corresponds to the position of the contralateral sphenoid bone moving into the field of view, visible in the lower right portions of the coronal slices of Figure 7. The data of subject 2 shows a drastic decrease in brightness near −30° (corresponding to the location hypoechoic ventricles in Figure 8) and a large increase in brightness between 0 and +15°, corresponding to the location of the sphenoid bone indicated by the arrowhead in Figure 8.
of a third unknown angle would increase computational complexity. Improvements due to this model would be greatest at the largest steering angles, while at the center of the image, the three-layer model would converge to the two-layer model. To quantify the difference between two and three layer models, for a central element and a steering angle (0°, 0°), transitioning from a one-layer model (i.e., delay-and-sum, \( c = 1540 \)) to a two-layer model produces a 4.29 µs change in delay value, while transitioning from a two-layer to a three-layer model produces no change in delay value. For a central element steered to the edge of the volume (32°, 0°), transitioning from a one-layer to a two-layer model produces a 7.15 µs change in delay value, while going from a two-layer to a three-layer model produces a 3.60 µs change in delay value. Thus, implementing a three-layer model would likely provide additional benefits at larger steering angles while introducing a \( \sin(\xi_3) \) term in Equation 5 and requiring assumptions of the thickness and speed of sound in a layer of extracranial tissue, \( t_2 \).

Another potential secondary improvement to the presented algorithm may be found in the spatial quantization of propagation paths, limited by the number of beams that can be formed in real time. While a finer beam sampling would be expected to produce a small improvement in image quality at volume edges due to propagation path variation over the width of a single beam, it is not possible to image in real time with a finer beam sampling than presented in this paper for the system described.

While this work only considered refraction due to imaging through bone, which has a higher speed of sound than tissue, this approach would also be applicable when imaging through a thin layer of fat, as in cardiac or abdominal imaging. Clinicians have often observed the effects of refraction in echocardiography; in extreme cases, duplication artifacts attributed to abdominal fat layers such as the appearance of two aortas have been reported.\textsuperscript{69,70} In cases such as these, it might be helpful to have the option to either load a precomputed, alternative set of delays, or to adaptively compute a new set based on either measurements or user inputs of layer thicknesses and properties.

In the transcranial imaging case, we have demonstrated the first refraction correction in 3D ultrasound imaging. In two human subjects, we report mean brightness increases of 5.95% and 10.66%. The primary effect of refraction correction on image quality is the reduction of distortion artifacts, which are restored by 11.9% to 93.6% of the original value in the lateral direction and 3.67% to 98.1% of the original value in the axial direction. The mean brightness increase of 8.3% is secondary to the distortion correction and less than the 24% brightness increase observed \textit{in vivo} due to phase correction.\textsuperscript{38} As an addition to many recent developments in transcranial ultrasound imaging technology including new techniques for aberration correction, new probes, and contrast agent-specific techniques, it is our hope that transcranial ultrasound will continue to improve in diagnostic utility and clinical acceptance for assessing stroke and other neurological disorders.
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